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The Hillsborough Planning Commission3

Public Hearing Data

Public hearings are often held to gauge the pulse of the public with respect to important
issues.  These hearings provide useful platforms for individuals to express their opin-
ions.  Examples of such venues include traditional town hall meetings in New England,
as well as public hearings conducted throughout the U.S. and in many other countries.
The results of these meetings are useful in that many ideas are expressed.  In the past,
much of the content has been lost due to the difficulty in recording what was said, the
volume of comments, and the unstructured nature of the comments.  Modern technology
enables capturing this valuable information.  Recording equipment can be used to gather
all comments, which can be transcribed into digital form.  Once a digital collection is
formed, one can analyze this rich source of input using text mining software.  The
software enables identification of patterns and views of the support and opposition to
various proposals.

This paper presents a case study of the use of text mining to evaluate citizen comments
related to public issues.  This is a highly unstructured domain, calling for an exploratory
analysis.  PolyAnalyst, a text mining software tool, was used to identify the importance
of issues, to structure the comments into a meaningful form, and to develop support for
various conclusions.  The case demonstrates the potential of text mining to enable
insight through keyword extraction, dimensional analysis, taxonomy classification,
association analysis, and other useful tools.

The Hillsborough Planning Commission

The Hillsborough Planning Commission is responsible for transportation system plan-
ning in its community.  As a governing body, the commission is required to evaluate and
update their comprehensive plans every few years. Through a variety of meetings and
surveys, comments were gathered from groups and individuals within the community.  A
large number of comments (850) were available for analysis (see Figure 1).  After data
was gathered, it was cleaned (placed in a proper format), and a number of initial vari-
ables identified.  As with most text mining operations, structuring the data was an
iterative process.  Figure 1 shows the 420th record of these 850 comments.  This indi-
vidual expressed a desire to see a truck bypass to make it safer for golfers and provide
better access of emergency vehicles to residential area.  The data set consists of about 50
variables (13 shown in the lower left window), including identification and dating,
agency jurisdiction, the recorded comment text, and a variety of categories selected by
the commission which were filled out manually as the comment was entered into the
database. These categories include the social service categories of mobility and transpor-
tation, education, social services, growth management and several others. This manual
process of selecting which categories a comment belongs too by reading through every
single one became extremely tedious. This is partly why the commission decided to
involve a more automated analysis.
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The Cleaned Dataset

Figure 1: Comment Data

Initial Exploration

After cleaning and preparing the data for analysis, one of the initial goals is to gain a
quick and summary understanding of concepts presented in each of the comments. One
method used to ascertain this is by counting words and getting a list of the most fre-
quent terms. This can be an iterative process and different parameters can be used to
extract different types of keywords.  Each word is examined individually, counted, and
compared to other words.

Just counting words does not quite give a good picture of the main ideas.  For example,
a comment may contain the keyword “school” and the word “schools”.  It is obvious to a
person reading the comment that both words refer to the same idea, but not to a com-
puter.  A technique known as stemming is used here to identify alternative forms of
different words and combine these different forms all into one word, or one idea. Yet this
still does not accurately accomplish the task of identifying main ideas.

For example, a comment may contain the keyword “schools” and the word “education”.
Again, a reader can easily identify that both words refer to the same idea, but a com-
puter cannot. To solve this problem, PolyAnalyst incorporates a thesaurus of synony-
mous words.  Through the use of a thesaurus, PolyAnalyst can identify that both
“education” and “schools” should be counted together as the same idea. The dictionary
also includes words with parent/child relationships, such as utilities (the parent) and
children such as electricity, water, disposal, etc.  Both synonyms and parent child
relationships help the system go after the ideas behind the words, not just the words
themselves.  In practice this is referred to as semantic analysis, as the goal is to identify
meanings.

A third dilemma in looking for key ideas is that many words that have little semantic
value occur many times within the comments.  These are words such as “the”,”a”, and
“it”.  These words are referred to as noise words, as they bias what are the most frequent
ideas in the comments. The PolyAnalyst dictionary also incorporates a list of words to
ignore in order to filter out these noisy words.
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Initial Exploration5

The word “area” appeared 110 times and in 92 records (different citizens comments),
which is almost 11 percent of the total number of comments.  The word “school” ap-
peared even more, 180 times in 135 records.  Figure 3 shows 10 records where the word
“service” or its semantic variants appeared.

Figure 2: Key Topics

Figure 2 shows the results of semantic analysis of citizen comments. It lists key discov-
ered terms specific to the context of the particular study.

Figure 3: Instances of the Word “Service”

The software uses color coding to highlight words, making it easy for analysts to iden-
tify the presence of key terms.  Notice that accessing “service” does more than literally
identify the specific form of the word.  In addition to “service”, we can also see com-
ments which contain the keyword “services”.  In addition, the dictionary allows the
analysis to identify related terms such as “transit” (records 719 and 562).
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Concept Identification

Once lists of key terms are generated, the analyst can gain a better picture of problems
by category using a snake chart.  Snake charts provide a means to display multiple
dimensions against a small set of variables that can be color coded.  A logarithmic
function to emphasize outlying data is the metric for the snake chart plot (the more
frequent the variable, the higher the measure).  Figure 5 shows a snake chart of 14
selected variable topics and four example social service categories.

Figure 4: Snake chart comparing K and J on various

Here the terms “impact fee,” “use”, and “pay” were associated with comments express-
ing concerns with growth management.  Terms “safety,” “problem or trouble,” and
“concern” were used most often with respect to comments about mobility and transpor-
tation.  The terms “lack” and “care or concern or fear” were found most often with
comments about social services.  The software also allows the analyst to click on specific
terms to drill down to obtain greater detail.  For instance, Figure 5 shows a report of the
results of clicking on the key term “lack” in Figure 4.

Key Word Analysis

Figure 5: Comments using “lack” under the “Social Services” category
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The analyst can now see details related to specific uses of the concept expressed by key
words.  The software also provides tools to show the distribution of comments across
variables.  Figure 6 shows the relative proportion of comments by the variable “jurisdic-
tion,” coded by issue domains (categories).

Figure 6:  Relative Distribution

Here it can be seen that the vast majority of citizens interviewed came from Hillsborough
Country (HC).  A good proportion (about 80) of those naturally enough related to
mobility and transportation issues.  However, there also were about 20 comments
relating to mobility and transportation pertaining to Tampa Area (TA).

Once mobility and transportation is identified as interesting, the analyst can focus on
the relationships between different categories and different key words.  Figure 7 shows
such an analysis.

Figure 7: Keyword Relationship to Variable Mobility and Transportation
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Modeling

The heavier lines indicate stronger relationships. In this case, school was found to be
highly correlated with comments that did not involve mobility and transportation.  On
the other hand, “road,” “traffic,” and “lane” did correlate strongly with mobility and
transportation.  Keyword relationship analysis can be used as a test to determine
whether the coded domains match the discovered keywords.  If there is a good match,
this indicates that the prior work of identifying keywords was accurate.  If there were
not, the analyst could reiterate and identify more suitable key words.

Another useful tool is a decision tree model. This form of model generates if-then rules
based upon the proportion of relationship among variables and outcomes.  Figure 8
shows a decision tree for this example.

If the set of keywords “traffic,” “road,” “transit” and “light” were present, there was a
high likelihood (0.867) that the comment relates to mobility and transportation issues.
This model was based on 1.76 percent of the 850 cases in the data set.  The decision tree
model in this case identifies useful combinations of terms that predict the presence of
other key terms.  Should new comments arrive containing these four terms and where
the category is not already know, it is highly likely that it relates to mobility and trans-
portation issues.

Another useful modeling tool is link analysis.  Link analysis graphically displays the
relationship among variables (see Figure 9).  The sliders at the top of the window give
the analyst the ability to control how many relationships are displayed.  The sliders
filter out relationships based on correlation. If the left slider sets a low minimum, most if
not all of the variables will appear, with arrows connected to just about every other
variable.  This is too cluttered a display, so the analyst can slide the minimum up until
an appropriate number of relationships appear.  If the slider is raised too high, the
screen will probably be blank.  The right slider is available for the maximum value.
Variables are color coded as selected by the analyst.  Here icons are used for each of the
seven issue areas displayed (such as an open book for educational issues).  Arrowed
lines show which variables have the specified degree of relationship.  Different levels of
relationship can be indicated by darker arrows.

Figure 8: Decision Tree for Transportation Model
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Figure 9: Link analysis of Keywords

In this case, two environmental issues appear.  System and infrastructure key terms
appeared with the environmental issue of water, while the environmental issue relating
to trees appeared related to the keywords developer, property, and pavement or side-
walk.  The link analysis chart helps the analyst see which problems are most associated
with which issues.  By clicking on specific arcs, the system will display those comments
involved.  This is shown in Figure 10 for the link between transportation and funding.

Figure 10: Comments Related to Selected Link

This allows the analyst to see specifics about the relationship that was identified.  The
comments here express what kind of changes they would like to see in transportation
funding.
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Text Categorization

The knowledge gained by the analysis to date can then be used to more thoroughly
explore keywords by issue.  Text categorization is demonstrated in Figure 11, where
suggested groups of comments are created by issue.

Figure 11: Key Kategories

The left window gives the entire taxonomy.  There were 126 instances of the keyword
“school.”  There were 8 comments that related to the keyword “bus” and its related
terms.  These are all displayed in the upper right window.  Record 421 is selected, and
the complete comment given in the lower right window. Those keywords with the “+”
symbol on the left can be clicked on to obtain subcategories.

Here the system generated eight example groups of comments created by the text
categorizer:

1. Education
2. Roads
3. Service
4. Water
5. Property
6. Transportation
7. Safety
8. Buses

The analyst has the ability to override this suggested list of groupings.

The use of keyword analysis, link analysis, and automatic categorization help the
analyst to gain an immediate and comprehensive understanding of the main ideas in the
comments.  With this understanding, the analyst can perform more directed analyses
providing evidence for making certain conclusions.
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Figure 12: Definitions of Dimensions for the Analysis

Dimension Analysis

The next phase of an exploratory text mining analysis could create dimensions for more
complete analysis.  Figure 12 shows an example where six variables are displayed in an
on-line analytic processing (OLAP) form.

In this case, two types of variables are displayed, category fields and text fields.  For
instance, the “How Heard” dimension is based on the categorical variable that was
entered for each comment.  Each row of the “Issue” dimension is a search query which
matches certain comments based on matching keywords.  This matrix can be used to
create dimensions such as “key citizen concerns” and then compared to other dimen-
sions, such as those comments willing to pay for resolution as opposed to those who
would not be willing to pay.

The analysis can be carried further by additional structuring, as demonstrated in Figure
13.

Figure 13: OLAP Report
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The analyst is interested in educational issues (for which there were 163 comments).
Within those 163 comments, 9 expressed the need to “Rethink this.”  None of these 9
comments were obtained from the five given “How Heard” sources.  The first of these
records was record number 20, made on 1/27/2004 by an individual from zip code 33558.
The comment is given in full in the bottom window.  All keywords are color-coded for
cross-identification.

The commission might be interested in comments related to the counties road infrastruc-
ture.  Figure 14 shows the OLAP report of those comments related to road widening.
Note that of these 16 comments, 8 were in favor of additional widening, 2 gave indica-
tion of support, and 2 opposed the idea.  The other 4 comments did not express a pro or
con position.  Any of the specific comments can be selected to allow the analyst to drill
down and read the specific comment.

Figure 14: Widening Comments

Figure 15 gives opposing views expressed by the keyword “Stop.”  There were 7 of these
comments, each expressing the opinion that “more are not needed.”  Specific reasons can
be quickly identified by selecting specific comments.

Figure 15: Not to Widen
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Final taxonomies can be used to sort out the relative support for various sides of any issue.
Figure 16 shows a taxonomy of issues on two dimensions.  This splits up the comments on
selected categories chosen and defined by the analyst.  Here the first level matches different
issues.  The second level matches relative pro and con support or sub categories.

Figure 16: Taxonomy of Issues

To demonstrate the taxonomy in action, Figure 17 gives a drill-down analysis of those
positive about the environment category.  By selecting this categorical node from the tax-
onomy on the left window, a list of the six matching comments is obtained in the upper right
window.  The fifth of these is selected, and the full text of the comment given in the lower
right window.  Keywords are color coded for easy analyst identification.

Figure 17: Those Supporting the Environment



The Use of Text Mining to Analyze Public Input 14

Conclusions

Text mining through PolyAnalyst software provides a tool to quickly find key topics in
unstructured data environments.  Supporting tools give a means to discover links between
topics, such as family values and education.  The software enables discovery of comment
categories, and generation of issue dimensions and taxonomies that enable monitoring
comments for issues of interest and better overall understanding of issues, their distribu-
tions, and measures of concern to the public. Text mining can take unstructured data and
process it to lead to greater understanding.  This is especially important when dealing with
public issues, where the arguments for and against particular positions are important to
identify and calculate, but are stored in natural language comments.  Text mining offers a
valuable tool to support the process of public input analysis, and knowledge discovery and
reporting.
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